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Abstract

**Purpose:** The purpose of this paper is to achieve a better understanding of the effects of strategic decisions related to the management of knowledge taken by organizations in complex economic systems. These effects are seen in the long term performance of organizations in the system choosing different strategic paths. As knowledge-related processes make intensive use of ICTs, the influence of the degree of development of these technologies is taken into account.

**Design/methodology:** An agent-based simulation model, ImbySim, based in the I-Space conceptual framework, is used to represent the evolution of a group of knowledge-intensive organizations located in a given geographic space. Those organizations engage, among others, in processes of creation and transfer of knowledge assets. Organizations show different levels of performance, which may be related to their knowledge-related strategic choices. The main knowledge-related strategies available for the agents are, on one side, sharing or hoarding knowledge and, on the other side, structuring or de-structuring knowledge.

**Findings:** The results of the simulation suggest that it is not adequate to adopt an 'always sharing' or 'always hoarding' strategy. The hoarding or sharing of knowledge assets need to be applied in a discriminating way depending on the specific asset or the situation of the organization. Also, different levels of development of ICTs favour different strategic choices concerning the adequate structuring of knowledge assets and the degree of knowledge sharing. In general terms, ICT development calls for more sharing and more structuring of knowledge.

**Practical implications:** The hypotheses developed from this research may be very useful, once empirically tested, for strategic planning. Policy makers in charge of complex economic systems and firms and institutions present in them may benefit from the insights obtained and define their strategic moves according to them.

**Originality/value:** From the simulations, a number of empirically testable hypotheses have been extracted. Should these hypotheses get empirically corroborated, they would challenge a certain body of theorising—associated with organizational ecology and organizational demography—thus demonstrating the fruitfulness of the simulation approach to complex knowledge-based problems in the field of strategy.
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1. Introduction

In a knowledge-based economy, the creation of new knowledge is viewed as a fundamental driver of economic development (Castells, 1996; Cohendet, Parmentier & Simon, 2017; Leonard, 1995; Leonard & Barton, 2014). Although continuous knowledge creation keeps organizations, regions and industrial clusters competitive (Asheim, Boschma & Cooke, 2011; Boisot, 1998), without adequately thought out diffusion mechanisms – both within and across organizations – competitiveness will remain a haphazard business (Boisot, 1998; Klarl, 2014; Stein, Riddlerstrale & Sanchez, 2001; Winter, Szulanski, Choo & Bontis, 2002). Knowledge created by a given agent at one point in time and space has to reach a second designated agent at another point in time and space, and has to do so accurately and in a relevant and timely fashion. Knowledge creation and diffusion, however, do not take place in a vacuum, but in a competitive environment in which imitation and appropriation can rapidly erode whatever competitive advantage such activities might confer on a firm (Almeida & Kogut, 1999; Andreu, Baiget & Canals, 2008). Furthermore, in an age of outsourcing, offshoring, and dense kaleidoscopic inter-organizational networks, one in which information flows instantaneously, the clarity of the boundaries between internal and external organization often gets eroded, thus further limiting an agent’s control over the diffusion of its knowledge. In a networked economy, therefore, the specific manner in which knowledge is first created by a given agent and then diffuses out to other agents—whether competitors or collaborators—becomes important (Appleyard, 1996; Ciborra & Andreu, 2002; Klarl, 2014).

Economies are increasingly vulnerable to Schumpeter’s “gales of creative destruction” in which the continuous creation of “new combinations” has become a survival imperative (McCraw, 2009; Schumpeter, 1983; Teece, 2000). It follows that the specific knowledge management strategies adopted by different types of organizations and institutions—economic, territorial, etc.—are likely to be important to their survival (Davenport & Prusak, 1998; Hislop, Bosua & Helms, 2018; Massingham, 2020; Oluikpe, 2012). The rapid development of the information and communication technologies (ICTs) is generally believed to have two distinct effects on the strategic options facing organizations attempting to manage their knowledge assets:

1. Where they lower data processing and transmission costs, ICTs facilitate and accelerate the process of knowledge creation and diffusion (Boisot, 1995a; Boisot & Nordberg, 2011; Nee & Swedberg, 2005).

2. Where they increase connectivity between unrelated agents, ICTs also act to further erode the boundary between internal and external organization (Barabasi, 2002; DiMaggio, 2001).

The two effects can work in opposite directions. If the first enhances an organization’s rent-generating capacities, the second makes it more difficult for the organization to initially appropriate and then hold on to rent so generated. Such a ‘paradox of value’ (Boisot, 1998; Boisot & Nordberg, 2011) makes it both more difficult and more pressing for an organization to develop a strategic understanding of what knowledge management options it faces and how effective these might be. In this paper an agent-based simulation model written in the SWARM platform (Abar, Theodoropoulos, Lemarinier & O’Hare, 2017; Minar, Burkhardt, Langton & Askenazi, 1996) is used to explore the strategic impact of ICTs on an organization’s knowledge management options. The evolutionary approach adopted has one of two hypothesized outcomes:

• The organizational ecology outcome: The development of ICTs affects the selection environment in which organizations operate—i.e., their ecology—in ways that modify the organization's survival prospects, but over which managers have little or no influence (Hannan & Freeman, 1989).
• The strategic choice outcome: The development of such technologies affects the selection environment in which organizations operate in ways that maintains the relevance and influence of strategic choices made by managers (Child, 1972).

The approach used here is to first establish whether the differential distribution of knowledge management strategies—i.e., strategic choices—within a population of agents impacts the evolution and survival prospects of its members. Then, to look at how these survival prospects—and hence the value of strategic knowledge management choices—might be affected by different levels of ICT development. The simulation model implements a conceptual framework—the Information-Space or I-Space (Boisot, 1995a, 1998; Boisot & Nordberg, 2011)—that explores how rapidly and extensively knowledge flows within and across a population of agents as a function of how far it has been structured. This approach builds on the assumption that the tacit knowledge possessed by our agents actually matters and that ICTs vary in their capacity to capture it. Agents in the model are taken as representing individual organizations belonging to a given industrial sector. Each agent is endowed with a fixed knowledge management strategy. The simulation model is firstly run holding the level of ICTs development constant and then this level is varied. This work is exploratory. The model is used to generate fruitful hypotheses rather than to test them. The model will have proved its worth if others find the generated hypotheses—or some variant of these—worth testing empirically (Davis, Eisenhardt & Bingham, 2007).

The structure of the paper is as follows. In the next section, 2, the main features of the I-Space are briefly outlined, identifying within the framework where strategic knowledge management choices are available to managers. After that, the main features of the agent-based simulation model that are relevant to our study are described. Then the results obtained from a number of model runs are presented. The paper concludes with a discussion of our results and a conclusion.

2. A conceptual framework: The I-Space

2.1. The basic concepts

Living things, considered as intelligent agents, survive by building up useful knowledge through a process of discrimination and association (Hahn, Chater, Lamberts & Shanks, 1997) that structures information (Ancori, Bureth & Cohendet, 2000; Machlup, 1983; Saviotti, 1998). Knowledge creation is the outcome of an active and constructive process in which an agent draws upon prior knowledge and experience to extract information from incoming stimuli that register with it as data (Boisot & Canals, 2004). The I-Space posits that the extent to which information is structured affects both the speed and extent to which it can be shared within a population of agents. Information structuring—i.e., knowledge creation—is achieved by acts of codification and abstraction (Boisot, 1998; Boisot & Nordberg, 2011). These two activities correspond to the biological processes of discrimination and association.

Codification, by clarifying the distinction between categories—both perceptual and conceptual—reduces the amount of data processing required to assign phenomena to them. When categories are well codified, phenomena can be assigned to them—i.e., coded—more rapidly and economically than when they are not.

Abstraction reduces the amount of data processing incurred by acts of categorization by reducing the number of categories that need to be drawn upon to adequately ‘code’ a phenomenon. By exploiting the correlational structures of knowledge (Saviotti, 1998, 2011) to allow one category to stand in for another, abstract representations draw on fewer categories than concrete ones.

The reductions in data processing achieved by codification and abstraction have the effect of speeding up communication processes. Messages can be formulated, encoded, transmitted, decoded, and interpreted with less noise, more rapidly and more reliably. Within a given time frame and a given communication budget, therefore, more agents can be reached with a message when it has been well structured than when it remains fuzzy and unstructured. Furthermore, the fuzziness and vagueness of unstructured messages typically can only be countered through feedback, redundancy and several channels working together, something that is typically achieved by face-to-face interaction and the co-presence of the communicating parties. With structured
messages the transmission process can be more parsimonious, impersonal and single-channelled, allowing communication at a distance. The relationship between the codification, abstraction and diffusion of information is given in Figure 1.

![Figure 1. The diffusion curve in I-Space (Based on Canals, Boisot & MacMillan, 2004; Boisot & Nordberg, 2011)](image)

2.2. The paradox of value

Structuring information creates new knowledge without either invalidating or erasing the existing knowledge from which it arises (Boisot, 1995a). Intuitions and experiences that are initially vague and half-formed, over time get articulated, tested and stabilized. They can then be written down and transmitted to a larger population. They can also undergo another round of codification and abstraction, being further compressed into quantitative or mathematical codes, but the initial intuitions will typically survive in their original form. The process of formalizing knowledge in this way adds to its utility by making it both more robust and more transmissible. But increasing the transmissibility of knowledge in this way also potentially reduces its scarcity.

The economic value of any good is at its maximum when it is both useful and scarce. In the case of knowledge goods, however—and in contrast to that of purely physical goods—utility and scarcity are inversely related (Boisot, 1996). The increases in utility that are achieved by successive acts of codification and abstraction have the effect of rendering the scarcity of the knowledge good ever more precarious. Such knowledge becomes vulnerable to unintended spillovers. This ‘paradox of value’ is illustrated in Figure 2. Here it can be seen that the point of maximum value is located in a region of the I-Space in which the forces of diffusion are at a maximum.
Organizations respond to the paradox of value in two ways. They can either attempt to tighten up their control of the diffusion process so as to reduce their unintended effects, or they can attempt to profit from the acceleration of the diffusion processes by voluntarily speeding up their own internal learning and innovation processes (Boisot, 1996). In the first case the costs incurred are those required to forestall spillovers—the costs of patents, copyright, secrecy clauses, etc.—in the second case the costs are those of creative destruction—i.e., of cannibalising existing products in order to make space for new ones.

2.3. ICTs in the I-Space

An important factor in the effective diffusion of information and knowledge is the level of development of ICTs. The appearance firstly of the telegraph, then of the telephone, and now more recently of computers, the Internet, and mobile telephony, has made it possible to gradually extend the reach of knowledge across space and time. Information that two hundred years ago could only be transmitted face-to-face through the movement of people can today travel the globe in a matter of seconds. Indeed, technological development constitutes a major factor in the emergence of an information society (Bell, 1999; Castells, 1996, 2001). The recent increase in bandwidth achieved by new ICT developments points to further improvements in the reach and speed of information transmission (Evans & Wurster, 2000).

Any improvement in the capacity of data transmission implies—other factors remaining equal—a speeding up in the diffusion of information and knowledge, as well as an increase in the size of the population that can be reached in a given unit of time by a given message. Furthermore, as just pointed out, many ICTs developments also make possible increases in communication bandwidth. Bandwidth, however, turns out to be less important when transmitting structured knowledge than when transmitting unstructured knowledge. Thanks to improvements in ICTs, messages that had to be formally structured in order to be sent at all—such as through conventional mail—can now be sent in an informal and unstructured form using, say, e-mail or video-conferencing technology.

The introduction of more developed ICTs shifts the diffusion curve towards the right along the diffusion dimension in the I-Space as shown in Figure 3. As discussed, this shift has two quite distinct effects as indicated by the two arrows in the diagram. Firstly, there is a diffusion effect: for any given degree of codification and abstraction, a higher number of agents can now be reached with the same information per unit of time than hitherto-electronic mail, for example, allows us to reach a much higher number of people than a traditional letter, and faster. This is represented in the figure by the horizontal arrow. Secondly, there is a bandwidth effect: for any given number of agents that are targeted by a message, the bandwidth available for communicating with them increases. Contrary to what is commonly claimed in the literature, the relevant information can thus be
transmitted at lower levels of codification and abstraction than hitherto—as, for example, when we substitute multimedia or videoconferencing for written communication. The downward-pointing arrow in Figure 3 depicts this second effect.

Figure 3. Information and Communication Technologies (ICTs) shift the diffusion curve in the I-Space. (Based on Canals et al., 2004; Boisot & Nordberg, 2011)

2.4. Knowledge management strategies

The analysis of knowledge flows in the I-Space suggests that managers have two strategic levers that they can operate in pursuit of a given knowledge management strategy, a knowledge structuring lever and a knowledge hoarding lever (Boisot, 1995b):

- **The Knowledge Structuring Lever** - Managers can limit the natural diffusibility of the knowledge their organization creates and uses by controlling the extent to which they structure it. That is, they can decide how much to invest in the codification and abstracting activities that facilitate the diffusion of the knowledge they create. Note, however, that in doing so, they face a trade-off: by not structuring their knowledge, they refrain from increasing the utility of such knowledge to themselves and their collaborators in order to reduce its natural availability to others. Whatever knowledge they create will then enjoy a lower degree of reliability and standardization—and hence of robustness—than more structured knowledge would, so that its internal use by the organization will also be less efficient.

- **The Knowledge Hoarding Lever** - Managers can invest in knowledge structuring—codification and abstraction—but then, by erecting barriers to its diffusion, attempt to limit the unintended spillovers that are likely to result say, through investments in intellectual property rights—patents, copyright, secrecy clauses, etc. With this second strategic lever, managers avoid the trade-offs of the first lever, but only by incurring a cost whose effectiveness will depend on the institutional strength of the property rights regime that they invest in.

The development of ICTs affects the costs and benefits of operating either lever. The diffusion effect will impact the performance of the knowledge-hoarding lever; the bandwidth effect will impact that of the knowledge-structuring lever. These impacts are hard to model analytically since much may depend both on the characteristics of ICTs evolution as well as on the nature of the strategic environment in which the choices are made. Knowledge structuring strategies, for example, may entail the loss of valuable tacit knowledge that underpins an organization’s competitive advantages. And knowledge hoarding, in turn, may prove to be a sub-optimal choice in a turbulent ‘Schumpeterian’ environment, where knowledge-sharing strategies often result in more profitable long-term outcomes (Boisot, Canals & MacMillan, 2003). To gain insights into how ICTs modify
the strategic knowledge management options of organizations, an agent-based simulation model will be used to explore the consequences of operating the two levers in different combinations. In the next section, ImbySim, the agent-based model used in this research and that implements the theoretical provisions of the I-Space is briefly described.

3. ImbySim: An agent-based simulation model

ImbySim is an agent-based simulation model that can represent a population of organizations, located in a geographical space, capable of creating and of sharing knowledge assets. ImbySim explores the knowledge management behavior of organizations as a function of their location in physical space. Since ICTs affect the spatial location of organizations, we will use the model to examine how the development of these technologies impacts their strategies.

In ImbySim, different agents, each representing an organization, hold a number of knowledge assets that are distributed throughout the I-Space and that each earn them different rents reflecting this distribution. Agents interact in a Schumpeterian regime characterized by the obsolescence of knowledge assets, their uncontrolled diffusion, and creative destruction. Agents can either create knowledge for themselves by investing their funds, or they can acquire knowledge assets from other agents through meeting and transacting with them. Agents earn rents from the knowledge assets they use and deploy some of the funds so earned either for the creation of new knowledge or for interacting with other agents. The performance of agents in the simulation depends both on their ability to generate funds and to make good use of them. An agent who fails to generate enough funds from its knowledge assets to assume the cost of investing in its strategies (i.e., creating knowledge or interacting with other agents), is ‘cropped’ (selected out) from the simulation.

In the simulations performed here, agents exercise the two knowledge management options that we presented above. The first option affects the level of knowledge structuring at which an organization wishes to operate. While organizations will always use a mix of both structured and unstructured knowledge, they can develop a strategic preference for one of these over the other. When this preference becomes a conscious strategic choice, it aims to have an effect on the rents that the organization obtains from its knowledge assets. A simplified version of this strategic choice is introduced in the simulation model. Some agents, which are called structurers, will show a propensity to increase the level of structuring of their knowledge assets (KSS = 1) and some others, called de-structurers, will show the opposite tendency.

Thus, the Knowledge Structuring Strategy (KSS) is the predisposition of a given organization to increase (KSS = 1) or decrease (KSS = 0) the level of structuring s of its knowledge assets. For instance, let us suppose that an R&D specialist in a chemical company has an idea for a new production process. That is a newly created knowledge asset for the firm. While that idea is still in his mind, it will have a low level of structuring. The value of its s will be low. Indeed, the process stays in a tacit, not codified, and concrete form in his head. At this point,
the company may adopt different strategies with that knowledge asset. If the firm has a predisposition to keep that knowledge in this form, for example for fear of leakages to the competitors, we may say that it is adopting a de-structuring strategy (KSS = 0) and the value of the knowledge asset's s will remain low. Contrarily, if the firm follows a policy of having all its processes carefully described and documented in a knowledge database in order to be able to diffuse them within the company or even outside, and perhaps even to serve as a stepping stone to develop other knowledge assets, we may say that it shows a structuring strategy (KSS = 1).

The second knowledge management option that agents can operate on is labelled diffusion blocking. Organizations can choose to share or to hoard their knowledge assets. They can either allow their knowledge to flow freely and unhindered and hope that this will influence the sector and the marketplace in their favor—such as, for example, when they contribute to the creation of open standards—or they can attempt to block the unintended diffusion of knowledge once it has been codified and abstracted—by means, for instance, of patents, copyright or secrecy clauses. Again, the choice made by the organization will influence the rents it obtains from its knowledge assets and thus its ability to survive. In our model, these two possible Diffusion Blocking Strategies (DBS) will be represented respectively by hoarding and sharing agents. The former will tend to block diffusion (DBS = 1), while the latter will tend to foster diffusion (DBS = 0).

Thus, one finds in the simulations four types of agents each with distinctive strategic options with respect to the diffusion and the structuring of their knowledge assets: 1) hoarding structurers, 2) hoarding de-structurers, 3) sharing structurers and 4) sharing de-structurers. The exercise of such strategic choices by agents (Child, 1972) introduces a limited amount of variety and hence of evolution into the simulation. While values of the variables representing different knowledge management strategies remain unchanged over the life of an agent, they are inherited by any agent created by mergers, joint ventures, or subsidiaries, through a recombination mechanism similar to that which underpins genetic algorithms (Holland, 1992; Mitchell, 1996). In the case of subsidiaries, the values of the single parent's “genes” are inherited in toto by the subsidiary agent. In the case of mergers and joint ventures, the principles of Mendelian genetics apply: the “genes” of either parent agent are assigned to the newly created agent on an equi-probable basis (Mayr, 1982). There is also some degree of inheritance in the location assigned to new agents that are created as subsidiaries of an existing parent agent or as fruit of mergers or joint ventures between existing agents. The former will have higher likelihood of locating in the vicinity of their parent agent and the latter show higher probability of locating near one of the two parent agents.

This model, then, exhibits evolutionary behavior at the population level. First, although the strategic preferences of each organizational agent are fixed, their relative frequency in the simulation's organizational population can vary with the evolution of the system over time. Second, in the case of joint ventures, mergers and subsidiaries, the new organizational agent's spatial proximity to one of the parents' grid location in space is inherited. The spatial location of the organizational population will thus evolve over time, and, given, the dependence of knowledge diffusion on spatial distance, will influence the evolution of the knowledge management strategies chosen by agents. What results is, effectively, a co-evolutionary model of knowledge management strategies and spatial locations in an organizational population.

Since the impact of spatial location is modified by the degree of development of ICTs, the co-evolutionary process will also be affected by how these technologies evolve. Therefore, a parameter $\beta$ is introduced into the model as a measure of the level of development of ICTs. This parameter is introduced, indeed, to account for the level of development of ICTs. In our model, a higher level of ICTs development means basically an increase in the capacity of data transmission. In the I-Space framework, as explained in section 2, increasing bandwidth results in the possibility of transmitting richer content (i.e., less structured knowledge) to a larger population.

Thus, in our simulation model higher values for $\beta$ simultaneously increase both diffusion effects and bandwidth effects, thus facilitating the diffusion of knowledge—whatever its level of codification and abstraction—between agents at different grid locations. As ICTs evolve to increase the available bandwidth, however, the effective difference between communication strategies requiring the spatial contiguity of the parties and those requiring technological support begins to attenuate. In sum, the higher the value of $\beta$ in the model, the higher the level of
development of ICTs, and hence the lower the impediments to effective and efficient communication attributable to spatial distance, \( r \).

Since in this research the focus is on how ICTs development impacts the knowledge management strategies of agents, two things need to be ascertained: 1) does having a knowledge management strategy actually matter? 2) is the effectiveness of such a strategy affected by the development of ICTs? Clearly, if having a knowledge management strategy matters, then some agent strategies will be more effective than others, and organizations or institutions adopting such strategies will survive longer and give rise to a larger number of new agents—the products of mergers, joint ventures and subsidiaries—that subsequently inherit the strategies. In the long run, perhaps only some strategies will survive, with others being driven to extinction. Could the surviving mix of strategies then be altered by the evolution of ICTs? The fact that the outcome to such a question cannot be predicted \textit{ex ante} on analytical grounds alone points to the potential of simulation modeling in addressing complex issues. Although such modeling does not directly deliver usable predictions, it can yield original insights and empirically testable hypotheses (Carley, 1999; Davis et al., 2007).

4. Model runs and results

Firstly, a comparison is made between the simple cases in which the two knowledge management strategies, KSS (Knowledge Structuring Strategy) and DBS (Diffusion Blocking Strategy), are taken as identical for all agents, with the case in which they are randomly distributed across the agent population. As there are four possible strategic combinations (Table 1), there are four simple cases, one for each strategy (Hoarding Structurers, Hoarding De-structurers, Sharing Structurers, Sharing De-structurers) and one mixed case in which at the beginning those four strategic options will be randomly assigned to the initial agents, resulting in approximately 25% of the agents pursuing each one. In the latter case, those new agents created by existing agents will inherit their strategic options from their parent agents. In all cases we select the same value for \( \beta = 2 \). Secondly, the simulation is run allowing the value for \( \beta \) to vary in order to explore the impact of different ICT regimes on the performance of the two knowledge management strategies, namely, KSS and DBS.

<table>
<thead>
<tr>
<th>STRATEGIC OPTIONS</th>
<th>Knowledge Structuring Strategy (KSS)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Structuring ( KSS = 1 )</td>
</tr>
<tr>
<td>Diffusion Blocking Strategy (DBS)</td>
<td>Hoarding ( DBS = 1 )</td>
</tr>
<tr>
<td></td>
<td>Hoarding De-structurers</td>
</tr>
<tr>
<td></td>
<td>Sharing ( DBS = 0 )</td>
</tr>
</tbody>
</table>

Table 1. Strategic knowledge management strategies available for agents in ImbySim

To obtain statistically meaningful results, each case is subjected to 50 runs and average values of the significant measures are used to perform the analysis. Each run has a duration of 500 periods. This is a sufficient number of periods to ensure that the system reaches a stable state. The qualitative patterns that are described here appear to be robust across a wide range of parameter settings.

4.1. Single versus mixed strategies

Do the different knowledge management strategies each yield distinctive outcomes when all agents pursue the same one? And what kind of outcome do we get when agents each get assigned different strategies? To answer these two questions, the simulation is run for the five cases described above. First, looking at the four cases in which agents all pursue identical strategies and, therefore, there is no heritable variation. Then compare these four cases are compared with the one in which variation in strategy across agents is allowed. Here the four different strategies are randomly assigned to agents and newly created agents either inherit one of their parents’ strategies, or as new entrants, they are randomly assigned a strategy. In all cases, other settings remain the same.
4.1.1. General evolution

Figure 4 shows the effects throughout all 500 periods of the four different single knowledge management strategies as well as those of the mixed strategies. For each treatment Figure 4 gives the number of agents in the simulation, the number of knowledge assets, and the rents generated. In each chart, the dashed curves represent the evolution of the mean values of the relevant variables for 50 runs of each strategy. The solid curve corresponds to the mixed strategy case.

The marked increase and subsequent decrease both in the number of agents and in the total amount of rents these earn applies to all five cases and suggests that the two variables are correlated. To some extent they must be since without rental income, an agent does not survive. Such behavior—an initial increase and a subsequent decrease followed by a stabilization—has been observed in other simulation models of this type (Barron, 2001). In other models using empirical real data (Carroll & Hannan, 2000; Hannan & Freeman, 1989; Levinthal, 1997) this kind of behavior is attributed to the emergence of order after an explosive phase in the first periods. However, in the two cases where there is a general preference for structuring knowledge assets, agents continually increase in number after the rise and fall of the early chaotic periods as compared to those without this preference. As can be seen from Figure 4, the mixed strategy case—the solid line—occupies an intermediate position,
suggesting a possible relationship between the structuring of knowledge assets and the carrying capacity of the system. However, in this simulation, since knowledge can be applied across markets, the rents that agents earn from their knowledge are not constrained by the size of any given market, and so—in a manner reminiscent of the computer industry in the 1980s or the software industry in the 1990s—the number of knowledge assets shows positive growth in all periods.

To summarize thus far:

1. When they are unique, different knowledge management strategies deliver different levels of performance—i.e., the model effectively discriminates between strategies.

2. In a world of mixed strategies, on average, they deliver an intermediate level of performance.

4.1.2. General analysis of the final periods

Figure 5 depicts the creation of knowledge assets and the rents generated by agents over the last 100 periods of the simulation. While more than one agent can possess the same knowledge asset, here it counts as just one asset.

From the figures we note three things:

• Structuring knowledge without blocking its diffusion generates the largest number of new knowledge assets as well as the highest rent level captured by agents. Here, the amount of knowledge created reaches a maximum, but society pays agents more for the knowledge generated.

• Structuring knowledge while blocking its diffusion yields the second highest rents per knowledge asset for agents but generates only the third largest number of knowledge assets.

Figure 5. Number of knowledge assets created by agents compared to the rents acquired by the same agents for the five cases analyzed. Average values for 50 runs performed
The mixed strategy case yields the second highest level of knowledge asset creation but achieves a comparatively low rent per knowledge asset for agents. Here, society pays less but gets more knowledge assets.

Figure 6 shows the average residential time in the simulation of agents that are present and active within the last 100 periods of the runs against the rents obtained by these agents during their residency (the expression “residential time” is used here because agents can leave the simulation through two different processes: being “cropped” due to bankruptcy or deciding to exit after a sustained successful performance). Clearly, when all agents refrain from structuring their knowledge, they achieve a longer residential time than in the case where they all structure their knowledge, since in the first case spillovers are minimal. What is striking, though, is that the mixed strategies case achieves the lowest residential times of all while achieving the second highest level of rent generation.

Again, we note two things:

- Where agents refrain from structuring their knowledge, they enjoy the longest residential time. But unless they also block diffusion, their stay is relatively profitless.
- On the other hand, where agents tend to both structure their knowledge and block its diffusion, they experience short residential times, but during their brief stay they earn the most rent.

Having shown that the simulation model turns in a distinctive performance where each strategy is pursued by all agents, we now briefly focus on the case of mixed strategies. Figure 7 depicts changes over time in an agent population pursuing a mix of all four strategic options. Over the long run, knowledge-sharing strategies clearly come to dominate. The simulation evolves from an initial 50/50 mix of strategies with respect to structuring to a situation in which sharing de-structurers progressively outnumber sharing structurers. By contrast, the diffusion-blocking strategies quickly get “selected out” remaining present at a low level until the end of the simulation.
From an initial approximate 50/50 mix of strategies with respect to knowledge-blocking also randomly assigned to agents they rapidly fall to below 5% from period 100 onward. In competition with the non-diffusion-blocking strategies, the hoarding strategies appear to deliver lower survival prospects.

Figure 7. Evolution of the mix of coexisting KM strategies in the population.
Average values for 50 runs

4.2. ICT regimes

In this section, the behavior of agents under different ICT regimes as indexed by the parameter $\beta$ is examined. Recall that high values of $\beta$ correspond to high levels of ICT development.

For different values of $\beta$, Figure 8 shows the mean number of agents in the simulation in the last 100 periods, the mean residential time of those agents and the rents that those agents generate per period. The results seem to point to non-linear behavior for all three values in their dependence from $\beta$. This is confirmed when we represent the same values in Figure 9 using a logarithmic scale for the horizontal axis, which represents the values of $\beta$. A logarithmic scale is used because in ImbySim, the dependence of the probability of interaction on $\beta$ takes an exponential form (see Canals et al., 2008).

Although the number of agents in the simulation decreases with $\beta$, a clear inflexion point can be inferred around $\beta = 10$. Moreover, the mean residential time of agents and the mean rents those agents get per period show nonlinear behavior between $\beta = 1$ and $\beta = 5$ reaches a maximum between those values. It may be seen that after $\beta = 1$ there is an increase in residential time and a slight decrease in rents earned until both graphs resume their initial trend.
Figure 8. General analysis of the 100 last periods of the simulation for different values of $\beta$: number of agents present, mean residency time of agents and mean rents obtained of those agents per period. Average values for 50 runs.
Non-linear behavior associated with changes in ICTs is also evident when looking at the mix of strategies, especially with respect to the two sharing strategies. Figure 10 shows that the number of sharing structurers reaches a maximum at $\beta = 1$ while at the same time the number of sharing de-structurers shows a local minimum.
Figure 10 suggests that the non-linearities are strongly related to the mix of strategies being pursued by agents as well as to the mean residential time in the simulation of agents pursuing different strategies. This is confirmed by Figure 11, which shows that the variation in mean residency time differs across the four strategies. This points to the internal characteristics of the populations of agents as possible causes of these non-linear effects. This issue is further explored in our discussion.

Figure 11. Mean residency time of agents pursuing different strategies in the 100 last periods of the simulation for different values of $\beta$

5. Discussion

Having established that the simulation can distinguish between the different knowledge management strategies of agents and delivers a different performance for each of these, what insights may be gained from the simulation runs? One striking feature is the way that the distribution of knowledge-structuring and diffusion-blocking strategies across agents evolves as the simulation progresses. As Figure 7 dramatically demonstrates, diffusion-blocking clearly only works for a minority of agents. This suggests the following hypothesis:

Hypothesis 1: Given the increasing costs of protecting intellectual property rights as ICTs evolve, only organizations that apply such rights in a discriminating way to specific knowledge assets in specific industries are likely to be successful.

This is effectively a presumption in favor of sharing rather than of hoarding knowledge assets. But both the sharing and the hoarding of knowledge assets need to be applied in a discriminating way. The critical skill will be to identify which assets should be hoarded, and then to establish how far to hoard them for best performance. An organization thus needs an asset-specific knowledge management strategy rather than an organization-specific one. And as Figure 10 indicates, while the evolution of ICTs imposes a greater requirement for some hoarding by organizations, the overall presumption is still in favor of sharing. These results lend some support to the plea made by Lawrence Lessig in favor of looser property rights (Lessig, 2002)—the results obtained suggest that these will benefit organizations as much as they will society (Boisot, MacMillan & Han, 2007).

The mean residency times of agents in the simulation reflects the knowledge structuring and diffusion blocking strategies that they adopt. Concretely, agents adopting a hoarding strategy show lower residency times than those adopting a sharing strategy (Figure 11).

But to understand the causes that underpin the relationship between the two strategies requires a deeper analysis. For that, we look at the mean residency times of the four different types of agents that we have in that phase of the simulation—new agents created from scratch, from joint ventures, from mergers and from the creation of subsidiaries—which exhibit the strongest evolutionary behavior: during the first 100 periods rather than the last 100 periods (Table 2).
Surprisingly, for three of the four types of agent, the mean residency time in the first 100 periods of the simulation turns out to be longer if they adopt a hoarding strategy than if they do not—in contrast to what it is found when looking, ignoring their type, at the mean residency time of the agent group with a blocking strategy towards the end of the simulation (Figure 11). Only mergers yield a shorter residency time for agents in the simulation if they choose to block diffusion. And although agents created through mergers come only second in terms of frequency (Table 2), their impact would seem to be strong enough to lead to the reduction in mean residency time of the hoarding agents group as a whole as the simulation advances to the last periods. Is that possible? Is there any distinctive characteristic of mergers that could have this effect?

A careful analysis of the dynamics of the simulation could give us some hints. In a merger formed by two parent agents, the new agent receives all of its knowledge assets from both parents but inherits its KM strategy from only one of the parent agents. The mergers that happen to perform badly, and therefore reduce the mean residency time of created agents, are those that proceed from parent agents each originally having different DBSs, but which then both adopt a hoarding strategy (DBS = 1) after the merging process. The costs to merged organizations of indiscriminately blocking diffusion for all of their inherited knowledge assets when one of the parents accumulated its share of such assets free of this cost can fatally overburden the new agent. Thus, while for the other types of hoarding agents there is no mechanism that significantly lowers their mean residency times relative to that of their counterparts with sharing strategies, for merger agents the mechanism described above is responsible for drastically reducing their mean residency time. It could be possible that this distinctive feature of mergers is passed on by inheritance to other types of agents through the mechanisms of constituting joint ventures and subsidiaries as the simulation evolves. Those new agents would have also shorter residency times and a hoarding strategy, what could end up slightly impacting negatively the mean residency time of the hoarding agents group as a whole towards the end of the simulation.

In any case, based on the observation of mergers in the simulation, we may propose the following:

Hypothesis 2: Two companies that merge, each having different hoarding propensities, will incur higher property rights protection costs relative to the average value of their merged knowledge assets if the merged entity indiscriminately applies the more stringent of the two pre-merger entities’ hoarding strategies.

This hypothesis provides a second and independent argument for an asset-specific rather than an organization-specific knowledge management strategy.
Hypothesis 3: There is a negative correlation between the mean life expectancy of organizations using a knowledge structuring strategy and the amount of rents earned by these organizations. In fact, there is a trade-off between life expectancy and rent maximization that benefits the organization population as a whole, but not specific organizations. Of course, this is exactly what patent protection is meant to achieve: society offers organizations a limited period of time during which an organization can earn monopoly rent in return for codifying its knowledge. In our model, the ‘life expectancy’ of an organization refers to the time during which it can stay in the simulation and earn monopoly rents. We see this phenomenon at work today in the pharmaceutical industry where many drugs are currently coming off-patent and many organizations are trying to prolong patent life in response to prospective declines in revenues (see “Prescription for change”, The Economist, Jun 18th 2005, Special section: “A survey of pharmaceuticals”).

Figure 8 tells us that the development of ICTs leads to a decline in the number of agents still playing the game by the last hundred periods and a slight increase in mean residential time for surviving agents for middle-range ICT evolution, but here again, with further technological development the average agent’s residential time goes down again. This suggests:

Hypothesis 4: As ICTs develop, the increased diffusibility of knowledge—both structured and unstructured—makes it ever harder for the average organization to achieve sustainability in the competitive advantage derivable from a given set of knowledge assets.

This is linked to Hypothesis 3 in that, in line with the paradox of value, the terms of the trade-off between residential time and profit maximization become ever less favorable to the organization and ever more beneficial to society as ICTs evolve. Product life cycles get shorter and windows of opportunity get smaller. The question then becomes: at what point will this discourage entry into an industry? A corollary of Hypothesis 4 above is the following:

Hypothesis 5: With the development of ICTs, the rents that surviving organizations receive from their knowledge assets increases.

It might be seen here a possible manifestation of the winner-take-all phenomenon that characterizes the digital economy. With the stock market looking ever more like a lottery, the boom became vulnerable to Schumpeter’s “gales of creative destruction” (Schumpeter, 1983). The problem with such phenomena is that, because outsiders are unable to evaluate an organization’s knowledge base—and hence its prospects—they tend to result in bubbles.

A preference for the organic growth of an organization’s knowledge assets appears to be a natural corollary of Hypothesis 2. The logic also applies to strategic alliances. What might then appear is a situation in which the higher costs of protecting intellectual property rights in an advanced ICT regime leads to a preference for organic growth and this shows up as a relative increase in the number of subsidiaries created relative to joint ventures or mergers. Differences in organization survival prospects following diffusion-blocking strategies are attenuated by ICT developments (Figure 7 and 10). ICTs may not change the logic of the process, but they do moderate the force with which the logic is applied. Therefore:

Hypothesis 6: The development of ICTs favors organic growth rather than growth through mergers or joint ventures.

The process of ICT development is a subtle one with two components: 1) a data processing component which facilitates the processes of codification and abstraction and hence speeds up the diffusion of information—called the diffusion effect; 2) a communicative component that reduces the need for codification and abstraction—labeled the bandwidth effect. The very early stages of ICT development—i.e., writing—were focused on the data processing component rather than the bandwidth component. For example the combined effects of printing technologies (diffusion) and the scientific revolution (codification and abstraction) contributed to a shrinking of the European cultural space between 1600 and 1900 and sped up industrialization (Eisenstein, 1979; Goody, 1986). Putting things down in writing—to establish a patent claim, to establish a contractual relationship, etc.—extended the reach of transactions in both space and in time. They did this, however, by reducing the
communication bandwidth. Later ICT developments—essentially built around telephony—increased the bandwidth and allowed a great deal of knowledge to flow more informally within and across organizations. Such knowledge was not necessarily of the same kind as flowed in the early phases. Finally, with the emergence of the Internet, email, videoconferencing, etc., progress is simultaneously confronted on the data processing and on the communicative front so that both diffusion effects and bandwidth effects are present simultaneously. Such an account is consistent with the plots of Figure 10. Therefore, the following can be suggested:

**Hypothesis 7:** Early stages of ICT development—such as writing—strongly favor the structuring of knowledge assets. Intermediate stages of ICT developments—such as the telephone—reduce the need for such structuring. But as these technologies further develop—such as through the Internet—the payoff to some further structuring rises once more.

Figure 7 showed a precipitous drop in the proportion of agents pursuing a diffusion-blocking strategy over time. Figure 10, however, shows that this proportion, while still low, grows significantly as ICTs develop. Finally Figure 11 indicates that this proportionate increase is not accounted for by any significant increase in the actually number of agents pursuing a diffusion blocking strategy, but rather by a significant drop in the survival rate of those who fail to pursue such a strategy. This suggests the following hypothesis:

**Hypothesis 8:** Given the increased diffusibility of knowledge in advanced ICT regimes, higher levels of ICT development will increase the payoff to stringent protection of intellectual property rights, and this, even in a Schumpeterian economy. Such strategies, however, will remain a minority preference.

Clearly, as ICTs develop, the diffusibility of knowledge is enhanced. While this has the effect of lowering the average level of rents that agents can earn from each knowledge asset, the knowledge assets are now available to a larger number of agents so that overall rental earnings actually go up. Yet competition intensifies. As Figure 11 indicates, the mean residential time of agents in the simulation goes down, but it does so at a faster rate for those not blocking diffusion than it does for those blocking diffusion. Thus the relative attractiveness of a diffusion-blocking strategy goes up as ICTs develop. In effect, diffusion-blocking allows organizations to “make hay while the sun shines”—i.e., their life as monopoly rentiers may be briefer, but they can be more profitable.

What, if any, is the central message of these hypotheses taken as a whole? Are they worth testing empirically?

Research on organizational evolution has been driven by two conflicting approaches (Levinthal, 1991). One perspective—the adaptationist—has focused on how individual organizations learn and adapt to their environment (Nelson & Winter, 1982), while the other—the organizational ecology or organizational demography perspective—has emphasized the variation and selection of organizational forms as a way for a population of organizations to survive (Hannan & Freeman, 1989). Although, to some extent, these two views are complementary (Amburgey & Rao, 1996; Levinthal, 1991) they have adopted different attitudes towards knowledge. The broad perspective adopted by organizational ecologists and demographers of organizations is that, because of their structural inertia, organizations are seldom able to adapt to their environment (Carroll & Hannan, 2000). Whatever learning or knowledge creation they achieve does not materially affect their survival prospects. Knowledge is viewed, much as genes are, as an unchanging organizational endowment that makes a more-or-less fixed contribution to its chances of surviving. The strategic management of knowledge by managers does not affect an organization’s survival prospects. Nelson and Winter’s (1982) approach to organizational evolution is quite different. In their work, evolutionary mechanisms are applied not to individual organizations in a population, but to those elements of their organizational knowledge that take the form of routines (Parmigiani & Howard-Grenville, 2011). Knowledge management becomes, in effect, the management of routines.

Nelson and Winter, however, do not analyze the impact of such mechanisms on the evolution of the organizational population. It is very difficult to do so using traditional analytical methodologies since organizational populations, taken as groups of interacting economic actors, are instances of complex adaptive systems (Allen, Maguire & McKelvey, 2011; Arthur, 2015; Arthur, Durlauf & Lane, 1997; Carayannis & Campbell, 2009; Page, 2011). We cannot suppose, therefore, that the effects of low-level knowledge-related processes will scale up in a linear fashion to more aggregated population levels. The sciences of complexity, however, have provided us with new methodological tools such as agent-based simulation modeling through
which to approach the problem (Bookstaber, 2017; Epstein, 1999; Gatti, Fagiolo, Gallegati, Richiardi & Russo, 2018; Gilbert, 2008; Miller & Page, 2007; Railsback & Grimm, 2011; Robertson, 2019; Watts & Gilbert, 2014; Wilensky & Rand, 2015). These kind of tools have been used before to successfully model knowledge dynamics problems (Boisot et al., 2003; Canals et al., 2004; Gilbert, Ahrweiler & Pyka, 2014; Jang, Ju, Ryu & Om, 2019; Kowalska-Styczni, Malarz & Paradowski, 2018). This complexity perspective has been used to deal with knowledge-related problems in several works found in the literature (Andriani, 2011; Boisot, 2011; Khvatova, Block, Zhukov & Lesko, 2016; McElroy, 2000; Watts & Gilbert, 2014).

In this paper agent-based simulation modeling has been used to link the strategic behavior of individual agents to emergent outcomes at the population level. What has been effectively seen is that the strategic choices exercised by an agent with respect to its knowledge assets have a significant impact both on the carrying capacity of its environment and on the mean residential time of the agent within it. Taking the agent to represent an organization and the parameter settings for knowledge structuring and diffusion blocking to represent the strategic choices of managers, it is clear that these findings are at odds with some of the basic tenets of the organizational ecology school, namely, that managerial choice cannot affect an organization's survival prospects. To strengthen this conclusion, the hypotheses advanced here would have to be investigated empirically.

It would also be worth investigating whether the knowledge intensity of the organization amplifies or limits the scope for managerial choice. Although a full-fledged knowledge-based theory of the organization is still not in place (Spender, 1996, 2002), there remains little doubt that the way organizations and institutions manage their knowledge has a tremendous impact on their competences and, as a consequence, on their performance (Sanchez, 2001). But does this vary with the organization's knowledge intensity? And, in turn, is the organization's knowledge intensity affected by ICT developments? It might be foreseen that future developments both of the conceptual framework and of our agent-based model will allow to address such issues.

6. Conclusion

Building on a conceptual framework, the I-Space, in this paper agent-based simulation modeling has been used to explore two issues:

1. The impact of strategic choice on the management of an organization's knowledge assets.
2. The impact of ICT evolution on the scope for strategic choice.

From the simulations, a number of empirically testable hypotheses have been extracted. Should these hypotheses get empirically corroborated, they would challenge a certain body of theorising—associated with organizational ecology and organizational demography—thus demonstrating the fruitfulness of the simulation approach to complex knowledge-based problems in the field of strategy. They would also bring out the relevance of the codification debate to the evolution of the knowledge economy by showing that, whatever the importance accorded to tacit knowledge by scholars, its differential possession gives rise to distinctive strategies.
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